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Investigating Gene Expression Using Correlated Topic Models and Latent Dirichlet Allocation
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Correlated Topic Model Overview

E-step: Variational Inference on Each Document

* Textual data and RNA-seq data have surprisingly similar

Graphical Model
representations
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* Latent topics have biological interpretations a 5 - 5
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Document Generative Process

High Level Process

1) Drawn,; ~ Normal(u,X)

2) 64 = f(ngy), to get Logistic Normal Update Equations

1. Acquire RNA-seq data as Gene-Counts

K
Sample Ccl22 Gpx3 Nrsnl Fbx113 3) fOr WOTd ne {1; ey Nd}: (A — ex (A + 1 UZ)
Samplel 4 3 2 1 . Get tOpiC Zd,n ~ MU,lt(Hd) - . A 2 y
Sample3 2 1 0 5 1=1

2. Getword wg, ~ Mult(B,, ) 0 o exp(4;) B;
n,i i) Piwy,

where ¢ was a new variational parameter introduced to calculate gradients.
For the others, we will need to use a gradient-based minimizer, where the gradients are

2. Apply Topic Model (LDA or CTM)

* Note that gene-count format 1s very similar to word-

Goal: Learn u, X, § using variational EM

. . M-step: Update Model Parameters N
counts commonly used 1n text processing problems % sl ) + z B (ﬂ ) , 1,
* Use LDA and CTM document-topic distributions as f; < 2 PqiNg dl & Pn 1k { exp( 2" )
dimensi.onality reduction | | | = ar 1 n7v1 . )
* Determine top genes associated with each topic 0= l 2 2 il Ezii — 27 exp (/11- + S Vi ) | .
* Investigate correlations between topics, 1f using CTM D - d i i

* Determine whether correlations correspond to

. . Since this process occurs separately on each document in an 1iteration of the E-step, this
biological phenomena

was parallelized and run on 64-core machines.
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3. Use new features for classification
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* Use LDA or CTM for dimensionality reduction
* Fit a classifier to low-dimensional data (Logistic

Regression, SVM, etc.) Experiment 3: Identifying Mouse Neurons Subtypes

Experiment 1: Proof of Concept: 40 males, 30 females, sex-linked genes

Wrote multicore implementation to parallelize variational
inference

Analyzed classification accuracy using several biological
datasets with differing degrees of variability in samples
Compared results for generated topics and documentation
classification against LDA and PCA (implemented
elsewhere)

LDA Features
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o : LDA: Produces Y-chromosome topic, and X-chromosome topic — . _y
* Compare classification accuracy to the same, using , Method Subtype Prediction | o [ differentiating
. CTM: Produces several Y-chromosome topics and several X-chromosome Accuracy
PCA-based features and original features , , , , , B between subtypes,
topics, with negative correlation between X and Y chromosome topics Original Features 93
CTM performs poorly
Experiment 2: Rat Gene Relationships: 320 rat samples, various organs CTM Features 69 * No clear topics found
. . rgan Prediction eatures ° FUture eXperimentS
Key Contributions — o i Interesting topics LA Future experiments
, , , o Beatures  “Blood-related” genes PCA Features 89 : :
* Implemented the inference algorithm for a correlated topic Origial Feaw >~ ” 5 S lterations
* “Heart-related” genes
model CTM Features 93 . Key Takeaways

“Kidney-related” genes
“Lipid-related” genes
“Sugar-related” genes

* Positive covariance between kidney and blood related genes, and

negative between kidney and heart

* Need to investigate 1f 1t can perform this well on more closely related
samples (see Experiment 3)

1) CTM performs well at classification tasks when classes
are fairly highly varied

2) CTM produces topics and correlations that appear to
correspond with biological phenomena

3) CTM performs poorly relative to LDA when classes are
relatively similar, such as subtypes of neurons

4) Slow speed of CTM presents drawback relative to LDA




